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Traditional fluorophores often impose inconvenient limitations because of their narrow excitation spectra,
broad emission bands, and significant photobleaching. Quantum dots (QDs) have grown in popularity because
of their high emission quantum yields, broad absorbance spectra, and narrow, tunable emission spectra. Here,
coated CdSe/ZnS QDs with emission maxima at 496 nm-@5), ~520 nm (QD520), anek560 nm (QD560

and Qdot565) were characterized while freely diffusing in solution using confocal fluorescence correlation
spectroscopy (FCS) and were compared with well-known fluorophores such as Alexa 488 to reveal critical
photophysical properties. Comparisons are made between dots synthesized by similar methods (QD520 and
QD560 nm) differing in their emission spectra and outer coating for biofunctionalization. The same
photophysical principles also describe the-#®6 and Qdot565 dots, which were synthesized by different,
proprietary methods. All of the tested QDs had larger hydrodynamic radii and slower diffusion coefficients
than Alexa 488 and underwent numerous transitions between bright and dark states, especially at high
illumination intensities, as described here by a new FCS fitting function. The QDs with the fastest transitions
between the bright and dark states had the lowest average occupancies in dark states and correspondingly
higher maximum brightness per particle. Although these QDs were in some cases brighter than Alexa at low
excitation intensities, the QDs saturated at lower intensities than did Alexa and had generally somewhat
lower maximum brightness per particle, except for the Qdot565s. Thus, it appears that intermittency (at least
in part) limits maximum brightness in QDs, despite the potential for high fluorescence emission rates that is
expected from their large extinction coefficients. These results suggest possibilities for significant improvement
of QDs for biological applications by adjustments of manufacturing techniques and environmental conditions.

Introduction wheré13.14also include multiphoton microscopyQD-peptides,

Because of their advantageous properties, semiconductorWhich targeted probe particles to tumor vasculatar@D-
quantum dots (QDs) have attracted a great deal of interest fornucleotide conjugate’$,and protein-QD conjugatés;! used to
biological imaging applications. Their narrdwynable emission stain mam_mahan cell linés and visualize receptor-mediated
spectrd~° and broad absorption spedtfaermit imaging a large endocytosis.
number of different probes simultaneousftheir large extinc- Because of their resistance to photobleacHifgand their
tion coefficient&® and two-photon excitation cross sectiths  high brightness-1218compared to organic dyes excited under
require less excitation laser power, thus minimizing photooxi- the same conditions, more photons can be collected from a QD
dation and photodamage of intracellular contents and permitting than from an organic fluorophore, a key quantity in single
excitation of probes located deep inside blood or scattering particle imaging applications.

tissue?10 Fluorescence intermittenédy,also called blinking (typically

A wide variety of biological applications are now possible on 102—10! s timescales) and flicker (here defined as occurring
as a result of novel bioconjugated nanoparticles. QDs with on timescales<1072's), provides a complication to understand-
surface-attached antibodtésre used routinely to label plasma  ing the photophysics of these particles. Often involving large
membrane protein& for long-term imaging of multiple species  numbers of states with a power-law distribution of off-tim@s,
in living cells,” and for ultrasensitive (single dot) detectitn. QD intermittency often results from interconversions between
Numerous successful biological applications detailed else- states of different fluorescence brightness and spans a broad

range of timescale¥.
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rescence brightness, as fewer particles are in emitting states aElmer model SPCM-AQR-14-FC, Pacer Components, Berkshire,
any given time. In fact, under some conditions intermittency U.K.). The APD signal was processed using either of two
can cause the maximum molecular brightness to be less thancorrelator cards (Flex2K-100 and Flex99-100; Correlator.com,
that of some of the best organic fluorophores. Furthermore, Bridgewater, NJ), and the average fluorescence intensity (0.1 s
flicker and blinking on timescales of experimental interest can integration time) and autocorrelation were recorded. Integration
be highly undesirable (unless well understood), especially if they time for the autocorrelation (1300 s) and number of runs (20
are dependent on environmental parameters such as ion 0B00) were adjusted depending on signal-to-noise ratio and
dissolved gas concentrations, excitation power, and illumination frequency of large (bright) objects in the observation volume.
wavelength, as these parameters are often variables in biologicalOrigin (Microcal Software, Inc.) software was used to fit and
imaging experiments. characterize the autocorrelation. All components except the laser
While single molecule techniques are ideally suited to the power supply, computer, and monitor were mounted on a
determination of flicker and blinking properties of these vibration-isolated air table.
probes®324further quantitative information is needed to reveal ~ Correlation curves were initially fitted using the following
the key characteristics that optimize QD brightness and resis-standard function from literatur:
tance to photobleaching, while reducing blinking and flicker.

For example, how do the brightness per particle and intermit- 1 1 1 m1—F+Fe"
tency of freely diffusing QDs depend on core size, coating, and G, (7) = —

synthesis method? How does the number of states involved in N (1+ t/tp) (1 + tlw?e,)>® 1= 1-F
flicker depend on excitation intensity? Better understanding of (1)

these important variables will lead to improved probe charac-
teristics for the specific needs of biological imaging: maximal WhereN denotes the mean number of fluorescent molecules

collected photons within a narrow time window or over repeated diffusing in the excitation volume. Diffusion kinetics in the
excitations in long series of image acquisitions. Gaussian intensity profile (with lateral-to-axial-dimension ratio
We report the results of a comparative study of QD photo- ) are characterlzgd by the dn‘fus_,lon ym@I. The expone_n_tlal
physics using fluorescence correlation spectroscopy (FCS) todecay terms describe the dynamicsroihdependent transitions
determine key properties of relevance to biological imaging between states ofdn"feren'F spectroscopic propemes (e.g'., states
applications. Count rate per molecule, fluorescence intermit- Of different fluorescence brightness under the given experimental
tency, and extinction coefficient are determined for QDs of conditions), which include photoconversion, chemical kinetics,
varying core size and synthesis method. A new analytical FCS and transitions betvyegn sjnglet and triplet sté‘ﬂélﬁag fraction
fitting function is introduced that successfully describes the Fi of molecules residing in a dark state for duratigrean be
autocorrelation of all QDs tested over 3 orders of magnitude in determined from the measurements, whare 0 orF; = 0 for
excitation intensity. Finally, as QD probes are increasingly being diffusion alone. o _
used to label intracellular compartments, we determined diffu-  1he excitation ratekt), which is equal to the number of times
sion coefficients and hydrodynamic radii of the same QDs and Per second a molecule in the focal volume will be excited (on
tested QD behavior in the presence of physiologically relevant 2Verage), at a given excitation wavelength) ¢s equal to
ion concentrations. It is our hope that this information can be — ol 5
used to successfully optimize the use of QDs in living biological k=0 (2)

systems. ) o )
where o is the excitation cross section calculated from the

Methods extinction coefficient usingr = (3.82 x 102X cm? M)(¢), and
| is the excitation intensity. The quantum yield for photocon-

FCS. For FCS measurements, the 488 nm or 514 nm lines version (flicker) is calculated using = dks/dky, wherek; is the
from an argon-ion laser (Omnichrome, Melles Griot, Carlshad, flicker rate, such as that obtained from fitti®&(z) using eq 1.
CA) or diode-pumped solid-state laser at 405 nm (BCL-405-  Calibration of FCS Setup. The well-characterized fluoro-
15, low noise model, CrystaLaser, Reno, NV) were steered by phores Alexa 488 and Alexa 546 (A-20000 and A-20002;
turning mirrors and a periscope assembly into the back port of Molecular Probes, Eugene, OR), and Rhodamine B (Sigma-
an inverted microscope (IX71, Olympus America, Melville, Aldrich, St. Louis, MO) were used as calibration standards for
NY). Powers from the resonators were controlled with a the concentration and diffusion coefficient of the QDs. Alexa
combination of two optical density filters. After passing through was diluted 500-fold with high-pressure liquid chromatography
appropriate interference cleanup filters (488 nm: Z488/10, (HPLC) water for a 50QL total volume and placechia 1 cm
Chroma, Brattleboro, VT. 514 nm: Z514/10, Chroma, Brattle- cuvette. Absorbance was measured at 494 nm using a DU Series
boro, VT), the laser beam then was reflected by a dichroic mirror 7000 diode array spectrophotometer (Beckman Instruments, Inc.)
(see filter sets below) and was focused by an Olympus 1.2 NA/ and was used to determine the stock concentration by Beer's
60x water immersion objective onto the sample, held in an Law, C = AleL, whereA is absorbancel. is the absorbance
8-well sample chamber wit0.5 mL/well and borosilicate 0.17  path length (typically either 1 cm in a standard cuvette or an
mm coverslip bottom (Labtek II; Nalge-Nunc, Rochester, NY). effective path length of 1 mm or 0.1 mm in the nanodropper),
Fluorescence was collected through the same objective, passinginde is the extinction coefficient as specified from literature.
through the dichroic mirror and emission filters before being The extinction coefficient of Alexa 488 was taken from
focused by the 180 mm tube lens into an optical fiber with 50 Molecular Probesefexa = 73 000+ 500 M1 cm™! at 494
um core diameter, mounted on &y-z translation stage. Filter ~ nm). This corresponds to an original stock concentration of 1.452
sets used and measured transmission wavelength ranges were 0.017 mM. For Alexa 488, Alexa 546, and Rhodamine B, a
blue, 446-545 nm; green, 508563 nm; and orange, 547 typical concentration for FCS was10 nM that was subse-
627 nm. quently diluted 10-fold at higher intensities at which the count

The fluorescence was carried by the fiber to the detector, arate would have exceeded the maximum allowable by the
fiber-coupled avalanche photodiode, or APBE& G Perkin- detector.
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Using FCS, the number of moleculeN)(of Alexa in the amide bond linkages was confirmed by Fourier transform
observable volume was determined from the autocorrelation infrared spectroscopy (FTIR).

CUrVe., Whel’eG(O) = 1/N The concentration of Qn Unkn.OWn QDS measured by FCS were diluted in HPLC water to
Cunk (i-€., the concentration of QDs) was determined using the achieve between 1 and 30 particles within the observation
known concentration of AlexaCcain) by volume (roughly a dilution factor of 1:50 to 1:5000). Between

three and five hundred runs (using an automated system) were
. Nynk performed at each laser intensity and excitation condition. At

Cunk = Ccalibm) @) intensities higher than-147 kW/cn? (~166 uW of 488 nm at

the sample), the QD520 and QD560 solution was additionally
diluted 5-fold and 10-fold respectively in HPLC water to ensure
safety to the detector and the experiments were continued. FCS
experiments were also performed on HPLC water at various
intensities from~6.5 to 1030 kW/crh (~2—1100uW at the
sample; data not shown) to ensure any contributions to the signal
from the environment of the QDs as well as the background
signal from the lab were minimal. All FCS experiments took
place in a virtually dark room to minimize background. Power
exiting the argon laser was approximately 10.5 mW and was
varied using optical density filters. The power at the sample
was measured using a New Focus 3803 (San Jose, CA) or

whereNynx andNcajip are the background-corrected total number
of molecules in the unknown and Alexa samples, respectively.
Sample Preparation.Samples of T2496 (Evident Type |l
EviTags with Lake Placid Blue-496 nm nominal emission,
solubilized in water) were used as received from Evident
Technologies or diluted in HPLC water to concentratiork)
nM for FCS. The original stock solution had a nominal
concentration of 1M in water (given by the manufacturer).
Original stocks of Qdot 565 amino (PEG) QDs (originally in
50 mM borate buffer, pH 8.3) were diluted tal nM solutions
with high purity liquid chromatography (HPLC) grade water,

excited at 514 nm and detected from 547 to 627 nm using the PM120 (T_ho”"?‘bs' Newton, NJ) power meter. .
orange filter combination (see above). For calibration of the FCS system, autocorrelations were

Synthesis of QD520s and QD560€dSe/ZnS “core shell” measured ur_lder the same conditions as the QI_Ds. Autocorrelation
nanocrystals were synthesized as described previgusiyorief, data.for replicates within each group of experl_mental runs was
CdSe/ZnS QDs were synthesized as follows: 0.024 g of obtalneq, averaged, and then fltted. as previously described.
cadmium oxide (CdO) was added to a reaction flask containing Stdden increases of more than 10% in the average fluorescence
0.44 g of stearic acid and was heated to 28)under inert Intensity du? to aggregates in the sar_nple resulted in unusa_lble
conditions, forming a colorless solution. The solution was autc_)correlatlon curves; because of th|§ p_roblem, curves which
allowed to cool, and afterwdr5 g of trioctylphosphine oxide deviated by more than 2 standard de_vlatlons from th_e_ mean of
(TOPO) aml 2 g of octadecylamine were added to the flask. the autocorrelation obtained underqglven set of condltlor)s were
The flask then was evacuated and filled with inert gas several 21alyzed separately and usually did not yield a good fit with
times, and the solution was heated to 2600 °C (the exact any analytical fitting function. The frequency _and magmt_ud_e
temperature depends on the desired size). A 0.2 g sample of Sé’f suc_h quorescenpg bursts also were quantified under similar
was dissolved in 24 mL TOPO under inert conditions and €XPerimental conditions.
then was added to the reaction flask. Finally, 0.4 mL of  Assay for QD Aggregation in Saline Solution Solutions
dimethylzinc (Zn(Me)) was added to 0.07 mL hexamethyld- ©of 10, 20, 50, 75, and 100 mM NaCl were made by dilution of
isilathiane ((TMSi}S) under an inert atmosphere and then was & 1 M NaCl stock in HPLC water. An aliquot of QD520s as
added to the reaction flask. The reaction time could range from received from lab synthesis was diluted 1:50 with HPLC water,
minutes to hours depending on the desired size of the nanoc-followed by 30 s of vortexing, and then was added to and mixed
rystals. Finally, the solution was allowed to cool, was dissolved With the aqueous NacCl for a final dilution of 1:200 and a volume
in trichloromethane (CHG), and was precipitated with methanol ~ 0f 200uL. After addition, QDs were allowed to freely diffuse
(MeOH). The precipitate was collected by centrifugation and for 1 min before FCS data acquisition. Samples were illuminated
was washed several times with MeOH. These TOPO passivateddy ~13 4W at 488 nm. FCS data was captured at 10 s per run
nanocrystals were then dispersed in the desired solvent, includfor 100 runs for each sample with average fluorescence count
ing toluene, CHQ, and hexane. rates calculated every 0.105 s.

For solubilization: 20 mg of mercaptosuccinic acid (MSA) Numerical Modeling of the FCS Observation Volume
and 20 mL of MeOH were placed in a 50-mL three-neck flask. Numerical simulation of the FCS observation volume was
The pH of the solution was adjusted to 10.6 with tetramethy- carried out using methods presented previod&skiBriefly, the
lammonium hydroxide pentahydrate ((€kNOH-5H,0). Ten illumination volume was simulated for a 1.2 NA water infinity-
milligrams of as-prepared TOPO-capped CdSe/ZnS core/shellcorrected objective with underfilled back aperture (underfilling
QDs was added to the solution. The solution was heated at 65factor 2, equal to the ratio of the back aperture radius to the
°C with magnetic stirring fo6 h under Ar protection. Thenthe  incoming assumed Gaussian laser beam dddius). For the
solution was cooled down to room temperature. Excess ethercollection efficiency profileQ(F), the diffraction-limited point
was added to precipitate the resulting water-soluble QDs. After spread function for the same objective was convolved with the
centrifugation and decantation, deionized water was added todetector aperture, a circle of radius 5 optical units, which is
obtain an aqueous solution of the CdSe/ZnS core/shell QDs.close to but slightly larger than the value that gives the best
The QD520s were conjugated to streptavidin by using the signal-to-noise ratio for FGCSand also a reasonable estimate
activator 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hy- of the experimental value 6£5.8 optical units. The position
drochloride (EDC). Each 1 mL reaction in phosphate buffered is measured from the focus. The radius in optical umnigsié
saline (PBS) contained-12 mg of EDC, 0.025 1 mg of protein, calculated usingq = 27-NA-Ry/AM whereRy is the detector
and 200 mL of the solubilized QD solution with OB 0.1 at aperture radius in real space, NA is the objective lens numerical
the exciton peak. Conjugation was @ h in thedark, unless aperture 1 is the emission wavelength, amd is the overall
otherwise stated, and unbound conjugate was removed bymagnification.Q(F) describes the relative probability of col-
dialysis or centrifugation and washing in gbl Formation of lecting a photon emitted from a given poinin the sample.
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TABLE 1: Excitation, Emission, and Diffusion Properties of QDs and Alexa 488
fluorescent Ax Ad D (m?/s) rn e(M~tcm™)
probe (nm) (nm) x 10712 (nm) x 10°

T2—-496 405 446-550 10.1+0.4 227+ 1.8 0.45

QD520 488 505570 89+14 24.8+ 3.8 30

QD560 514 556-630 30.6+ 2.8 7.6+ 1.2 43

Qdot565 514 556630 15.9+ 0.9 13.9+ 0.8 1.22

Rhodamine B 514 556630 290

Alexa 488 488 505570 250 0.73

a Provided by the manufacturer, Evident Technologies, Troy, W¥ing the concentration provided by the manufacturer, Quantum Dot/Invitrogen,
Corp., Carlsbad, CAMeasured by FCS under 488 nm excitation in methanol using Alexa 488 as a refédRefo6.*Excited at 494 nm in water,

provided by the manufacturer, Molecular Probes/Invitrogen, Eugene,

The observation volume at low intensity was then calculated
usingO(r) = [I(N][ ()], wherel () is the illumination intensity.
For finite intensity, the distortion of the observation volume
was modeled using the equation

_ [OMIN)sd

NG @

O(T)

where O(F) and O4() are the observation volume profiles in

OR.

probes, photophysical characterization of freely diffusing QDs
in relevant solution environments is necessary. Four types of
QDs were characterized in this study: two laboratory-
manufactured CdSe/ZnS dots emitting nominally at 520 nm
(QD520) and 560 nm (QD560), and two commercially synthe-
sized CdSe/ZnS dots, Evident Technologies Lake Placid Blue
Type Il EviTags (abbreviated F2496) and Quantum Dot
Corporation QD565 amino PEG QDs (abbreviated Qdot565).
Because the QD520s and QD560s were synthesized by similar

the absence and presence of saturation effects, respectively, anthethods, but the T2496 and Qdot565 dots were prepared by

Isat iS @ characteristic saturation illumination intensityThe
time-averaged collected fluorescenEg: was calculated by
previously described methots

Fo= 2 O(F JIC(T )T, (5)

whereC is the concentratio,, is the position in object space,
andy is a multiplicative constant proportional to the overall
detection efficiency. The time-averaged number of molecules
(N) within the observation volume at a given concentran
is calculated by

N=CV=C[[ W(T)dr]7 [ WXF)dF]™*  (6)
whereW(r) is O4r), normalized to unity at its maximum, and
V is the total volume defined b@g(r).2” Then, count rate per
moleculen = Fi/N. OnceO4(r) was calculated, the autocor-
relationGp(7) was determined for the case of three-dimensional
(3D) diffusion by convolution ofO(r) with the normalized

T —

Green'’s function for diffusion,
=12
_r=rr
eXp[ 4Dt ] (7)

multiplication byO4(r"), and integration to obtain an expression

1

WE - )=
(4nD7)*"

Gp(r) = [ [ dF dF' O(F)W(T — T, 7)O(F")  (8)

for the diffusion autocorrelatioff. The calculated autocorrelation
then was fitted using the standard fitting function from literature
for 3D diffusion (eq 1 withF; = 0), to determine the changes
in expected fitting parameters that resulted from the distortion
of the observation volume by fluorescence saturation. In partic-
ular, the diffusion timer'$®? and its invers&®® = 1/ are
determined from the fits of the calculat&{r). We calculated
and analyzedsp(r) as a function oflg/lsa;s Wherelp = I(F)
evaluated af = 0, for 61 values ofy/lsyranging from 102 to

10

Results

QD nanoparticles are being increasingly used for biological
applications in living cells. However, for optimal use of such

different (proprietary) methods, direct comparisons between QDs
will be limited to the QD560s and QD520s, which differ only
by the emission wavelength and a streptavidin coating applied
to the QD520s, which was not applied to the QD560s. Using
FCS, samples were characterized in aqueous solution for
brightness, diffusion coefficient, fluorescence flicker, concentra-
tion, and aggregation in saline (NaCl) solution.

FCS Measurements at Low Intensity: Diffusion Coef-
ficient and Hydrodynamic Radius. Diffusion coefficient D)
and hydrodynamic radiusy) of the QDs were determined using
D = r¢?4zp, whererp is the diffusion time from FCS ang is
the 1/& radius of the observation volume. Values of the beam
waist were calculated using a dye with known diffusion
coefficient, such as Rhodamine B or Alexa 488. Alexa 488 and
Alexa 546 were used as a calibration for Qdot565s. Experi-
mental values were checked using (1) the analytical form from
Pawley?! (ro)v2:In 2 = FWHM = 0.55 2//NA, where NA is
numerical aperture, antl is wavelength, and (2) a numerical
simulation of the focal volume optics in confocal FCS following
methods described previoudlythat takes into account the
numerical aperture NA = 1.2), excitation and detection
wavelengths, objective back aperture overfillinge{rsa ~
0.5 at 488 and 514 nMpeanirsa ~ 0.25 at 405 nm), the detector
aperture £50 um optical fiber), and the magnification (&Q.
Experimental values for the beam waist tended to be underes-
timated by the expression from Pawley, but agreed reasonably
well with the values predicted by the simulations (data not
shown). Table 1 shows measured value®adindry and the
wavelengths of excitationl{) and detectionAy). The effective
hydrodynamic radiusy was determined using the Stokes
Einstein equatiorD = kgT/6mvry wherekgT is Boltzmann's
constant times temperaturé ¢ 300 K), D is the measured
diffusion coefficient, and the viscosity= 1 x 103 kg-m1-s71
in waters?

Concentration and Extinction Coefficient. The concentra-
tions of QD520s and QD560s were determined relative to an
Alexa 488 or Rhodamine B sample, respectively, of known
concentration under the same excitation conditions. Figure 1A
shows measured absorbance spectra for the three QD samples,
normalized to unity at 350 nm for presentation purposes. The
emission spectra are shown in Figure 1B and reveal significantly
narrower spectra (17énalf-width) for the QDs compared to the
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Figure 1. Absorbance (A) and emission (B) spectra of samples of © |
T2—496 (blue circles), QD520 (green circles), QD560 (orange circles), ,Q 0.04
and Qdot565 (black squares) QDs, and Alexa 488 (red triangles). 2 :
-3 -2 -1 0 1 2
Alexa 488, yielding 27.1, 26.7, and 27.5 nm for the-#D6, 10 10 10 10 10 10
QD520, and QD560 dots, respectively, compared with 40 nm . .
for Alexa 488. The Alexa 488 concentration was determined Correlation Time 1 (ms)

from the absorband@ = Alel and was conslstent with the value Figure 2. (A) Autocorrelation curve$(r) of Alexa 488 as a function
expected from the known mass of dye in a known volume of ¢ eycitation intensity at the sample. The power at the sample is shown

water. The extinction coefficient of the QD samplg is then in the legend next to the corresponding measured (thick line) and fitted
given by egp = Agp/LopCop and for the referencerer = (thin line) autocorrelation. Note the consistent progression of the
ArefLrefCref Where the concentration of molecul€s was correlation toward lower amplitude as intensity increases and the distinct

determined from FCS using eq 3. Then the rearrangement ofShoulder in the autocorrelation for< 10 us at the highest excitation
intensities. (B) Alexa autocorrelation curves normalized to illustrate

t_hese o equations givegp = refqpLrelCref AretonCop the changes in the functional form 6f(z). The same legend applies
= eref AQDCRref ArefCqp With equal absorbance path lengths for < s, panel (A).

the reference and QDs. This analysis assumes that all of the

QDs that absorb at the excitation wavelength also are fluorescentintensity could not be described sufficiently well (see example
(either steadily or intermittently) when excited at the same in Figure 3 of fit using eq 1 allowing interconversions between
wavelength and detected using our combination of fluorescenceone bright and two dark states, labeft@ndard Fif the standard
filters. This assumption introduces an uncertainty in the extinc- fitting function from literature). To extract reliable, meaningful
tion coefficient that we estimate to be of order 2-fold, using information from the measure®(z), it was necessary to develop
the measured estimates of the percentage of QDs which area new fitting function

absorbing and nonfluorescent compared with absorbing and

fluorescent from Yao et al., who also characterized QDs made 1 1

with the same core and c&p.The value of the extinction Gop(7) = (ﬁ) 1+ 1/t 2 05

coefficient of Alexa 488 was taken from the manufacturer (see b (1 + 7lw’rp)

methods). Table 1 shows values ofor QDs determined in 5 1— o', + o e R

this way. 9)
FCS at High Excitation Intensity: Development of a New n= 1- a”’lFl

FCS Fitting Function. As excitation intensity was increased,

the standard analytical fitting function from literature (eq 1) whereN, 7p, andw are the number of molecules, diffusion time,
was able to describe the autocorrelation of Alexa 488 (Figure and axial-to-lateral width ratio of the observation volume,
2) under all attempted excitation conditions, allowing intercon- respectively, as in eq E; andR; are the occupancy and sum
version between the bright state and one dark state (i.e., eq lof forward and reverse interconversion rates, respectively, for
with m = 1). However, the autocorrelation of QDs at high- the first dark state, and andj are constants connecting the
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Figure 3. Quantitative comparison of fitting functions used to describe i 0.4
the measured autocorrelation of QD nanoparticles in vitro. (A) Measured o 1
autocorrelation (black dots) for QD520s at high intensity8(x 107 ’6 0.2
photons/crirs at the sample) is poorly described by the standard fitting O |
function from literature with 3D diffusion, one bright state, and two  © 0.0
dark states (blue line), but is well described by an autocorrelation = ’
function that incorporates diffusion, multiple dark states, and the same < 3 T p T ; T '
number of free parameters (red line). (B) The residuals corresponding 10 10 10 10 10 10 10
to the two fitting functions shown in (A): the deviation between fit
and measurement is larger using the diffusion plus one bright and two i i
dark states (blue line; residual f@:x(z)) than for the multiple dark Correlatlon Time t (ms)
state model (red line; residual f@qp(7)). Figure 4. (A) AutocorrelationG(r) and (B) normalized autocorrelation

of QD560s as a function of excitation intensity at the sample. The power
fractions and rates, respectively, of all of the other dark states at the sample is shown in the legend next to the corresponding measured
to F; andRy. This function was designed to accommodate a (thick line) and fitted (thin line) autocorrelation. The shapesgt) is
large number of dark states with a distribution of off-times that qualitatively different from that of Alexa at high intensity, showing a

? . . - . more nearly linear behavior at small values of(plotted with a
varies as the inverse power of the off time (i.e., a positive power logarithmic horizontal axis). This linear behavior is indicative of the

of the interconversion rate), as has been reported previously ingeviation of the measured correlation from the standard analytical
literature2® The new function allows one bright state and five  functional form for interconversions between a bright state and one or
dark states (which would otherwise yield an unwieldy 14 free two dark states.

parameters) but builds in the power-law distribution of off times
by relating the amplitude and rates of the dark states by a pair
of multiplicative constantsao, which describes the occupancy
of the n" dark state relative to then(— 1) dark state, ang,
which describes the ratio &, (the sum of forward and reverse
interconversion rates of tha" dark state) tdR,—; for the (1 —

1) dark state. Thus, foe. = 0.5, the second dark state will
have half the amplitude of the first, and f6r= 5, the sum of

(curve labeledD fit in Figure 3). Figure 4 shows examples of
the autocorrelation of QD560 fluorescence, fitted using eq 9
for a variety of intensities.

It should be noted that this new functional form (eq 9) reduces
to the standard analytical form (eq 1) of 3D diffusion plus one
exponential (chemical kinetic) component in the limiting case
whereo. — 0. In the limit, asp becomes large (i.e., a system
forward and reverse interconversion rates of the second dark\;\llzgrfe?ugggFggaﬁfrwl?% %rl]aer%% Jﬁtct;r] dlrlvxtlléngaflfasltea%t, ezqif?h e

st?tg W'”hk.’e t;Rl and fOLthe third dark state(\i/v(ljlll bke Ba. This only rates within the accessible experimental time window are
relationship between the rate constants and dark state occupaan and R,. The total fraction of dark molecules{) is
cies limits the number of free parameters to eight (the same calculated using

number as the standard FCS fitting function for 3D diffusion
plus two interconversions between a bright and two dark states). bright
Addition of a larger number of dark states did not significantly Foak=1=—" (10)
improve fits (data not shown). Figure 3 shows a comparison of

fits using eq 1 and eq 9 with the same number of fitting whereN is the total number of molecules obtained from the fit
parameters. Note the significantly improved fits using eq 9 of G(z) using eq 9, an@pign: = 1/Giit(70) wherezg = 1078 s.
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Figure 5. Effect of high (near saturating) illumination intensity on the FCS autocorrelation function and expected FCS parameters. (A) Fluorescence
emission profiles calculated using diffraction the88f and plotted with linear pseudocolor scale as a functioh/bfy, the ratio of peak intensity

(lo) to saturating intensityl ). (B) Fluorescence emission profiles plotted as a function of lateral position in the focal plane. Significant distortions

in the observation volume occur, especially at intensities albgha ~10. Profiles were normalized to unity at the focus. (C) Effect of increased
intensity on the expected FCS diffusion autocorrelation. At low intensity, the autocorrelation calculated by simulations (black triangles) is wel
described by the standard analytical fitting function for 3D diffusion only (eq 1 Wit O, gray line). At moderately high-intensity/lsa~ 100

(red squares) using a detector aperture close to the value for maximum signal-to-noise ratio, the calculated autocorrelation still can be fitted by e
1 (red line), but the diffusion time is significantly~(.5-fold) higher. At very high-intensityo/lsa: ~ 10% the observation volume is strongly
distorted and the calculated autocorrelation (black circles) can no longer be described by the standard fitting function (green line). Failure of th
standard fitting function occurs beginning arousfiia:~ 130. (D) log-log plot of calculated total fluorescence intensiyf, black line), number

of molecules K|, red line), and count rate per moleculg plue line), which depend strongly on illumination intensity. At low intensiy; and

n depend linearly on intensity (slope of 1 on thetdgg plot), andN is independent of intensity. At modest intensiyjncreases slightly with

intensity whileF increases with slopel, leading to a maximum in at lo/lsai~ 6. Further increase ihy/lsaleads to a strong increase Mwith

a more modest increase ) yielding a reduced. At intensities below/lsa:~ 100, the standard fitting function may be used to analyze measured
autocorrelation if parameters are interpreted with extreme caution. This intensity corresponds to approximately 20-fold above thk/igtensity

6 at whichy is expected to be maximum. Inability to fit measured autocorrelations below this intensity using the standard diffusion fitting function
may result from factors other than saturation, such as misaligned optics, spherical aberrations, fluorescence kinetics on millisecond @smttimicrose
timescales, or nonstandard diffusion.

At the lowest illumination intensities, the QD autocorrelation 130, distortion ofO(f) becomes so strong that the standard
curves cannot be fitted using pure diffusion (eq 1 vith= 0). analytical fitting function can no longer describe the calculated
Even from visual inspection of the autocorrelation and fit, the G(z). Above this intensity, interpretation of results analyzed with
QD autocorrelation requires accommodation of dark states.eq 1 will be problematic.

Equation 1 could be used at low-intensity if transitions between  To provide comparison with standard experimental quantities
a bright and two dark states were allowed. For powers at the measured by FCS: and N also were calculated using the
sample below~10 uW, the ¥? values for the new (eq 9) and sameO(r) used to calculate the autocorrelation (Figure 5D).
standard fitting functions (eq 1) were comparable. However, Note that on a loglog plot, Fi increases linearly (slope 1) at
above this power level, thg? values were consistently more low intensity and less rapidly as saturation becomes significant.
favorable for the new function. Overall, including the complete As expected,N is relatively constant at low intensity, but

range of sample powers, the maximy#tor the new function increases drastically at higher intensities. At even higher

was 0.810 compared to 1.138 for the standard function. intensities, the confocal detector aperture partially limits the
Numerical Modeling of the FCS Observation Volume and growth in N, resulting in a shallower slope as a function of

Autocorrelation at Intensities Near Saturation. To determine intensity. The ratioj = F/N was also calculated as a function

whether distortion 0O(r) by saturation could explain the altered  of lg/lsa; and shows a distinct maximum Igfl s, ~ 6 under our
form for the autocorrelatiorQ(r) was calculated for the known  experimental conditions. At this illumination intensity and up
experimental system as a function of illumination intensity. The to lo/lsat ~ 100, we expect that for a fluorophore undergoing
spatial profile ofO(r) without a detector aperture is shown in  simple 3D diffusion, eq 1 can be used to analyze the measured
Figure 5A,B as a function db/l sy the ratio of the peak intensity  diffusion autocorrelation. At intensities more tharil6-fold

to saturation intensity. Including a detector aperture of 5 optical higher than the maximum in, the distortions irO(r) will be
units, the calculated autocorrelation (Figure 5C) is shown as aso strong that eq 1 can no longer be used and interpretation of
function of lg/lsg; demonstrating that at low intensity and results will be difficult. On the other hand, at intensities well
intensities up tdo/lsai~ 100,G(7) can be described by just the  below lo/lsa: ~ 100, the inability to fit the measured autocor-
diffusion part ofGx(r) (eq 1 withF; = 0), but asly increases, relation using eq 1 likely indicates that effects other than
the diffusion time also increases (Figure 5C). Abdysa ~ saturation are causing the deviation. Experimental evidence of
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Figure 6. Measured brightness per particle (e.g., count rate per
molecule,n) as a function of excitation raté for Alexa 488 (red
triangles), T2-496 dots (filled blue circles), QD520s (open green
circles), QD560s (filled orange circles), and Qdot565s (filled black

squares), corrected for the wavelength-dependent dichroic mirror and
fluorescence emission filter transmission efficiencies. Surprisingly, the

QDs are typically less bright at their maximupthan Alexa 488 at its
maximum, except for the Qdot565s. However, at low excitation rate,

Rochira et al.

that the T2-496 dots excited at 405 nm will be similar in
brightness to Alexa 488 excited at 488 nm.

The observed maximum brightness yields (in our system) at
maximum~650 collected photons per particle per diffusion time
for the Qdot565s,~340 for the T2-496 dots, 290 for the
QD520, and 40 for the QD560. Similarly, in a confocal
microscope in which the dwell time per pixel might be only
~1 us, the number of collected photons per QD would be
significantly smaller than unity, requiring a relatively large
number of QDs to be present in the observation volume
(typically ~10715 L) to ensure enough collected photons for
shot noise statistics not to dominate the fluorescence signal. On
the other hand, because the photobleaching resistance of the
QDs is significantly better than for most organic dyfg#\lexa
488 already being a fairly photobleaching-resistant example),
if one is willing to collect data over longer timescales, a
significantly larger number of photons can ultimately be
collected.

Quantification of Fluorescence Intermittency.One of the
key parameters limiting the fluorescence brightness in QDs has
been their tendency to undergo fluorescence intermittency (i.e.,
flicker on microsecond and millisecond timescales and blinking
on timescales of 100 ms). We found that a significant fraction
of the QDs are in dark states at any given time, and we analyzed
the FCS autocorrelation using a new form &fr) developed

the QDs are under some conditions brighter due to their large excitation specifically to describe QD photophysics (eq 9). Figure 7A
cross sections and tendency to saturate at low intensity. Error bars areshows the fraction of QDs found in a dark state as a function

standard deviation.

of intensity ratiol/|
maximum. Atl/I

amax Wherel,  is the intensity at whicly is
= 1, the QD560s had the largest fraction

Mmax

this condition includes the observation that the autocorrelation in the first dark state, followed by the QD520s and-7®6

of Alexa488 was fitted well by eq 1 at high intensity, even at
intensities beyond the maximum in The QDs are not well

dots, and the Qdot565s had the smallest fraction in the first
dark state, which is consistent with the higher brightness of the

described by eq 1 under equivalent or much lower excitation Qdot565s.

intensities.

Measured Count Rate per Molecule (Brightness per
Particle). While QDs show significantly better resistance to
photobleaching than organic fluorophoféslso of particular

interest for single molecule imaging is the molecular brightness,

Next, we examined the relative rates for interconversion
between the bright and dark states. Figure 7B shBy<he
interconversion rate between the bright state and the first dark
state (equal to the sum of forward and reverse reaction rate
constants). The trend observed is consistent with the large

or the number of detected photons per second per molecule fraction of QDs in dark states: the rates are one to 2 orders of

The brightness, also referred toigsvas determined using the

magnitude slower than for Alexa 488. Furthermore, the QDs

background-corrected average fluorescence count rate dividedhat have the highe$t; fractions (i.e., QD560s) also have the

by the background-corrected number of moleculgs= F/N.

slowest interconversion rates, and the QDs which have the

Figure 6 shows brightness as a function of excitation rate for highest peak molecular brightness (Qdot565s) also had the

the QD520, QD560, Qdot565, and 296 QDs. Brightness

fastest interconversion rates. Thus, the fact that QDs spend a

values were corrected for the measured dichroic and emissionsignificant fraction of their time in dark states strongly limits

filter transmission efficiencies as a function of wavelength, using

their average brightness per patrticle.

the measured dye and QD emission spectra. The maximum To investigate the mechanism by which the QDs become

brightnessjmaxwas (744 15) x 10° s~1 for the T2-496 (blue)
dots atky ~ 8.1 x 1P 7%, ymax~ (614 4) x 1B st atk ~
1.4 x 10° s71 for the QD520Symax ~ (2534 23) x 1 s ! at
k« = 3.6 x 10’ s71 for the Qdot565s, angmax ~ (24 + 8) x
108 s Tatke ~ 1.5 x 10 s 1 for the QD560s. Note the trend

“stuck” in dark states, several variables were examined. First,
the excitation light intensity was varied. As excitation intensity
increased, typically a larger fraction of QDs were found in dark
states, while the rate of interconversion between bright and dark
states R;) usually increased, except in the case of the Qdot565s.

of increasing brightness (comparing QD520s and QD560s) asSecond, reduction of oxygen concentration (by bubbling the

the emission wavelength decreases. The-Z26 dots follow

solution continuously with Ar gas for 20 min) did not cause a

the same trend, but the Qdot565s do not; both are synthesizedsignificant change in the autocorrelation of QD520s, but did
by a different method, so variables other than emission alter the interconversion rate of Alexa 488 between bright and
wavelength likely also result in the differences. It is also possible dark states (data not shown).

that the streptavidin coating on the QD520s also enhances the Because the dark state population was observed to be strongly
brightness relative to the QD560s. It should be noted that the light-dependent, the total fraction of dark molecules was

T2—-496 dots were measured exciting at 405 nm with an
underfilled {3 ~ 4) objective back aperture, which will reduce

determined as a function gf At low intensity (in the absence
of saturation)y is expected to increase linearly with increasing

the collection efficiency compared to the measurements at 488intensity: 7 ~ yks. As intensity increases, howevey, will

nm (8 ~ 2) by approximately (3.0+ 0.5)-fold based on

increase less rapidly tharky, and the ratiqQp = nmeadykx < 1

theoretical calculations. Correcting for this effect, it is expected typically. As intensity increases furtherdecreases as saturation
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Figure 7. Intensity-dependence of dark state flicker interconversion o 0 1 2 3 4 5 6 7 8 9

rates and dark state occupancies in QDs. (A) A large intensity-dependent

fraction of QDs is dark, especially at high intensity.- 7296 dots (filled Exponential Decay Constant of F, . (p)
blue circles), QD520s (filled green circles), QD560s (filled orange tot

circles), Qdot565s (filled black squares), and Alexa 488 (red triangles) Figure 8. Dark states limit count rate per moleculg) (n QDs. (A)
all interconvert with dark state(s) on microsecond and millisecond The total fraction of dark QDs, as determined by FCS, is shown as a
timescales. The highest dark fraction was observed for the QD560s function of p, the ratio of measured to expected;. The expected
and for Alexa 488, while an intermediate fraction was observed for (what could be obtained in the absence of saturation) was determined

QD520s and the smallest fraction was observed for the Qdot565 dots.bY fitting the linear low-intensity dependence pfvs excitation rate,

The high fraction of dots in QDs correlates with a decreased and extrapolating that linear dependence to high intensity. For all QDs

interconversion rate between the bright and dark state(s), as shown inmeasured, the fraction of dark QDs increasep dscreases. (B) The

(B) where the Qdot565 (black squares; left axis) and-426 dots QDs with the highest peakhad the largest exponential decay constant

(filled blue circles; left axis) have the fastest rate among QDs, followed for Fir as a function ofp.

by the QD520s (filled green circles; left axis), and then the QD560s

(filled orange circles; left axis) atl,,,,,, = 1. However, the Alexa 488 Effect of Biologically Relevant lons on QD Photophysics.

e e Beponnec bimms e Sl ot comparion reglccalise QD are of such terest as labels for bioogial

data sets, intensities are plotted as a function/lpf,, the ratio of SyStemS’ the. phqtophysms of these prOb.es must be StUQIed as

excitation intensity to the intensity where the peakalue was obtained.  they diffuse in biologically relevant solutions. We examined

Error bars are standard deviation. the effect of adding NaCl to an aqueous solution of-#26
dots and QD520s to simulate their use to label cells in saline

effects become more significant, with< 1 at and above the  solution. T2-496 dots immersed in 0.095 M NaCl did not show

maximum forz. The slopey was determined experimentally, any significant reduction in fluorescence intensity or alteration

typically ranges from 0.0020.03, and is related to the overall ~ of the emission spectrum over a period~ef h. However, for

detection efficiency. Figure 8A shows, versusp for the QDs QD520s, several effects were observed after immersing them

in this study. The value o, indeed decreases as a function in aqueous NaCl solutions between 10 mM and 470 mM. Table

of p for all QDs examined. To quantify the observed decrease, 2 shows (at one fixed illumination intensitg ~ 2.58 x 10f

Fiot Was least-squares fitted using an exponential de€ay= s 1 MHz) measurements of number of particlé§, (diffusion

Aje %, whereA; is a constant. The resulting fits are shown in time (zp), average fluorescence count rak,(and count rate

Figure 8A. The value ok was found to correlate strongly with  per bright particle #f).

the peak brightness (maximum valuesgfof a given type of Upon addition of a physiologically relevant concentration of

QD, as is shown in Figure 8B. NaCl, the average fluorescence count rate dropp#é-fold,
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TABLE 2: Changes in Fluorescence and Diffusion
Properties of QD520s in NaCl Solutions

[NaCl] (M) N o (Ms) F(kHz) 5 (kHz)
~0 1.62+ 054 251+1.13 36.1+1.6 44+62

0.095 0.26:0.36 3.68:25  51+3.9 45+ 260

0.47 0.14£0.23 7.42+16.5 2.3+1.8 52+ 166

TABLE 3: Changes in Frequency of Fluorescence Spikes in
Aqueous Solutions of QD520s in the Presence of NaCl

[NaCl] (M) Ny, Nz Nao
~0 13.4+ 2.6 42+12 1.5+ 0.9
0.095 9.9+ 3.1 45+ 1.4 2.3+ 0.9
0.47 8.2+ 3.1 4.0+ 15 2.3+ 0.9

a2 Note that+ values are the standard deviation of the frequency
distribution, which is not necessarily equal to the uncertainty in the
particular value itself. Analysis of variance (ANOVA) was used to
determine significance of differences between the frequency distribu-
tions of fluorescence bursts, or “spikes.”

1200 -
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Q
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Rochira et al.

increased. The fluorescence intensity distributions were well
described by least-squares fitting with a log-normal distribution.

Discussion

Biological fluorescence applications are frequently limited
by the number of photons detected from a fluorophore within
a given time. While biological applications of QDs continue to
grow, QDs are currently limited by intermittency and specificity
of targeting. Systematic characterization of QDs to determine
which properties will help increase the number of detected
photons per unit time (the count rate per molecule) is worthwhile
if it can suggest strategies for improvement of QDs.

FCS is useful for such photophysical characterization of
fluorescent probes; here, we compare the photophysical param-
eters of QDs using FCS (as did Weiss et #@gxploring these
properties as a function of excitation and emission energy and
synthesis method, rather than the QD core material. All these
dots are composed of CdSe with a ZnS capping layer. From
the systematic study of four QDs with the same core and cap,
we find that the QDs with the highest peak count rate per
molecule have the lowest occupancies in dark states and the
fastest rates of interchange with those dark states. Thus, QDs
are limited in their maximum emission rate because they get
stuck in dark states.

Development of an Analytical FCS Fitting Function for
QDs with Fluorescence Intermittency.To analyze our FCS
results quantitatively, it was necessary to develop an analytical
fitting function that described the measured autocorrelagi@i).

The problem is that QDs flicker and blink (undergo fluorescence
intermittency) on many timescales, and thus the standard FCS
fitting functions from literature are inadequate. Short of heroic
efforts to use Monte Carlo methods with significant numbers
of simulation parameters to predict the autocorrelation, there
remains a significant need for an analytic form. This develop-
ment is further motivated by the pressing need for photophysical

Figure 9. Brightness distributions of QD520s diluted 1:200 in HPLC ~Parameters of QDs. We now present quantitative (side-by-side)
water diffusing in NaCl concentrations of 10, 20, 50, 75, and 100 mM comparison of QD brightness with other fluorophores; Gao and
compared to a control (0 mM NaCl). The maximum count rate of the Nie 20045 give such a comparison in vivo, but without

QD520s in control solution decreases to less than half when in 100 correction for certain relevant factors (as is stated within their
mM NaCl indicating either a growing number of aggregates or a manuscript). Doose and Weiss give brightness per particle for

growing number of QDs per aggregate or both with increasing NaCl
concentrations.

the diffusion time increased, and the number of particles within
the observation volume fell by12-fold. Because these results

various QDs but do not compare to rhodamine or other organic
dyes under the same conditiofsConsistent with previously
published results under one-photon excitatidwe also had
limited success fitting autocorrelation curves from QDs using

are highly suggestive of an aggregation process, the brightnessa model that included 3D diffusion plus flicker between one

distribution of fluorescence fluctuations was determined and
quantified: the number of “small” fluctuations, (less than
one standard deviation, from the mean fluorescence intensity),
the number of “medium” fluctuation,, (between & and 2),
and the number of “large” fluctuationNs, (amplitude >20)
observed within a 0.1 s time bin were counted over a period of
100 s and compared in NaCl and pure HPLC water, shown in
Table 3. We observed a decrease in small fluctuatiprs &
x 10728 comparing ~0 M NaCl with 0.47 M NaCl by
ANOVA), an increase in the number of large fluctuatiops<
1.5 x 1079), and no significant change in the number of medium
fluctuations p = 0.16) in whichp is the probability that the
distributions of fluorescence fluctuations come from the same
distribution (the null hypothesis).

To consider all sizes of fluorescence fluctuations simulta-

bright state and two (dark) states of lower (zero) brightness (eq
1). Particularly at high excitation rates, this analytical form was
unable to describe the observ&(k). Thus, it was necessary to
surmount the problem of fitting the FCS autocorrelation of QD
fluorescence, which is highly intermittent on many timescales.
We hypothesized that contributions from a large number of
states might make the description of the autocorrelation by
transitions between one bright state and two dark states an
oversimplification. However, because of the large number of
fitting parameters, it would not be possible to describe the
autocorrelation using diffusion plus transitions, for example,
between ten independent states with ten independent occupancies
and rates. Instead, a fitting function that incorporates the known
power-law distribution of off-times of semiconductor GPwas
devised, whereby transitions between a bright statenashark

neously, the background-corrected frequency histograms of states are allowed with forward plus reverse transition r&gs (

fluorescence count rate were determined (Figure 9). As NacCl
concentration was varied (10, 20, 50, 75, 100 mM), the peak

and occupancies-f) that are given byr, = Ry(3)" 1 andF, =
F1(a)"1. This assumption leads directly to the analytical form

fluorescence count rate decreased and the width of the peakof eq 9, which has several advantages: (1) it reproduces the
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experimental observation th&(z) at high excitation intensity ~ mental result%2°suggest. The excess energyH) provided to

is nearly linear when plotted in the standard way as a function the system initially may serve to determine the relative fractions
of log(r); (2) the large number of states (cooperativity) and of the numerous accessible states; a lakgemay result in a
power-law distribution of off-times is incorporated a priori into  more evenly populated set of states, some of which have very
the fitting function; (3) ast approaches zero, the autocorrelation slow rate of recombination and thus lead to long off times.
reduces to the standard analytical form of diffusion pIUS flicker Comparison of Brightness of QDS and Organic Dyes_
between one bright state and one dark (or dim) state; and (4) Numerous reports compare the brightness of QDs and organic
the fitting parameters are limited in number and reflect physi- fluorophores. Chan and Nieand Wu et all® quantitatively
cally interpretable quantities. compare collected fluorescence intensities of QDs with Alexa

The value ofa is a measure of the number of states that and Rhodamine dyes and find significantly higher intensities
contribute to the observed flicker: values @f< 1 indicate for QDs. We also observe such trends under conditions of low
relatively few states contributing to the flicker (autocorrelation), laser intensity where the QDs are near their maximum brightness
while values ofo. approaching 1 indicate that a large number per particle (number of collected photons per particle/molecule
of states contribute over the observable range of timescales. Theyer second) but where the organic dyes have not yet reached
value off3 reports on the relative temporal spacing of the states their maximum brightness. However, because of the fact that
that contribute. Large values ¢f correspond to states whose this brightness is dependent on excitation laser intensity (as well
residence times are spread out over a wide range of timescalesas extinction coefficient, fluorescence quantum yield, and
while small values of5 (close to unity) concentrate the off- detection efficiency), side-by-side comparison of QDs and
times over a narrow range of timescales. organic fluorophores under the same excitation intensity will

We observed that this fitting function described the measured in many cases not reveal which probe is better under optimal
G(7) for all QDs measured in this study, and generally had lower conditions (e.g., one probe at its best may be better than another
values ofy2 compared to the “standard” fitting functiadBex(z) at its best). Thus, we have quantified the maximum brightness
with the same number of fitting parameters. Furthermore, the and the intensity (for a given excitation wavelength) at which
use of an analytical fitting function permits quantitative this maximum is obtained, rather than just comparing collected
comparison of results for the several types of QDs measured.photon flux at one intensity. We find saturation of QDs at much

Dark States Limit Maximum Brightness per Particle in lower intensities than for organic dyes, and so the QD brightness
QDs. Surprisingly, we observe lower maximum fluorescence 1S higher at low intensity, but organic dyes can go much higher
brightness in some of the QDs compared with both Alexa 488 in excitation intensity before saturating and thus under optimal
and Rhodamine B. The maximum brightness of the QDs appearsconditions beat the brightness of some QDs at high laser power
to be limited by the large fraction of QDs in dark states; the !evels. Because in confocal microscopy the excitation power is
relatively slow rate for interconversion between the bright and Usually high but freely adjustable, estimated values for the
dark state(s) also implies that QDs that become stuck in a darkintensity level that gives maximal count rate per molecule can
state may reside there for a time that is longer than for Alexa Pe used to optimize measurements using QDs and other
488 in its light-induced dark state(s). Because surface trapping fluorophores.
has been proposed as a reason for dark states int@Ds, Efficient Absorption and Reduced Saturation Intensity
interesting to note that differences in surface-to-volume ratio Facilitate Observation Volume Distortions When Exciting
could affect interchange with (and exit from) dark states. QDs. The measured absorption cross sections for QDs (e.g.,
Differences in synthesis methods also may account for the ~1015—10"24cn) are more than an order of magnitude larger
reduced residence times. than for organic dyes such as AleXagxa ~ 2.1 x 10716 cn¥).

The observed long off-times can be understood if the dark ThiS is consistent with previously reported values for QBs (
states accessed by higher energy excitation show slower™ 4 x 107*° cn¥)® and (0.5-4) x 10° M~* cm™* (equivalent
recombination or relaxation times. In the framework of an 0 ~(1.4-12)x 10"**cn?)>**"and approximately an order of
artificial atom description of a QB! states become more Magnitude larger than reported by another soéftdéiese large
numerous at higher energies with multiplicity 22 1), where ~ absorption cross sections will allow single QDs to be visualized
/ is the envelope-function angular momenfdand those states usmg.5|gn|f|cantly reduced illumination intensities, potentially
may have wave functions that overlap significantly less with reducing cellular photodamage, and allowing new, more com-
the ground state wave function, such as in InAs QDs in which Pact excitation sources such as LEDs to be feasible alternatives
higher energy states have p-orbital character and lower-energyt® lasers and arc lamps. However, these large cross sections
states have s-orbital charactéFurthermore, optical transitions ~ @ls0 make it particularly easy to inadvertantly saturate QDs
have been shown to correspond to the energy spacings betweeHnder what would normally be low illumination intensity.
the upper valence band and the lower conduction |€¢élsther Notably, the QDs measured here have a very low fluorescence
strengthening the validity of an artificial atom description. saturation threshold compared with typical fluorophorks:
Photon absorption events will likely lead to QDs in higher 8 x 10° s~ was enough to saturate the T296 QDs whileky
energy states with potentially different angular momenta; a ~ 2 x 10° st was necessary for Alexa 488, which is typical
p-state wavefunction will have a different angular dependence of other organic dyes and green fluorescent prot&ifi$The
than an s-state, and therefore a reduced overlap with the stateeduced fluorescence saturation threshold can be explained
from which it originated. This reduced wavefunction overlap considering two factors: (1) greatly enhanced excitation cross
of high-energy states would lead to slower recombination section leads to higher excitation rates for the same excitation
(relaxation) rates, and if more than one state can be populatedpower, which leads to a higher flux of QDs into excited states,
would also lead to a distribution of relaxation rates that may while slower decay rates from the excited states caused by the
decrease rapidly (perhaps exponentially) with increasing energyrelatively slower components in multiexponential fluorescence
difference from the ground state. Such a distribution of rates is decays of QD3;**and (2) the large number of dark states with
consistent with a power-law distribution of off-times, as our long off-times result in a significant bottleneck for those QDs
observed autocorrelation functions and other published experi-to emit and return to the ground state. Thus, for single molecule
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and biological imaging applications of QDs, it appears to be 0.8 nm, respectively), which are closer to the core size and may
crucial to develop QDs that interconvert minimally with dark be advantageous in applications that require significant penetra-
states. The reduced dark state occupancies in the Qdot565 andion through membranes and into cells. These differences in
T2—496 dots and their relatively higher brightness seem to be may also reflect differences in interactions between the surface
promising properties that could potentially be further optimized and the hydration shell in solution, not just physical size of core
for biological applications. plus cap.

Effects from focal volume distortions upon fluorescence  Even in pure water, it is not possible to eliminate aggregation
saturation are expected to increase the apparent diffusion timeof these QDs, which is expected to yield larger hydrodynamic
(decrease the apparent diffusion rate) because the effectiveradii, reduced brightness, and increased complexity of flicker.
observation volume becomes enlarged as more molecules fromAttempts were made to concentrate and to break up aggregates,
lower intensity regions can begin to contribute to the fluores- such as measurements of relatively dilute and concentrated
cence signal comparably to those at the focus that are saturatedagueous solutions, and centrifugation (11@00r 10 min
Thus, because of focal volume distortions and the very low followed by measurement of the uppermost portion of the
expected photobleaching of QDs reported by other meth- supernatant), which did not alter the measured diffusion time
ods21213 it will likely be difficult to use FCS to estimate  or eliminate the presence of occasional fluorescence bursts
photobleaching quantum yield®g) of QDs, except in cases  (which clearly show that some form of fluorescent aggregate
in which the bleaching yield is similar to that of organic dyes was present). However, based on these bursts, a methodology
(Pg ~ 10°9). Also, quantitative fluorescence measurements, was developed to quantify potential aggregation and used to
which rely on knowledge of the shape or size of the observation detect strong evidence of aggregates in QD solutions in the
volume (such as confocal microscopy, 4Pi microscopy, and presence of physiological concentrations of NaCl. On the basis
FCS), must consider distortions of the volume to be a possibility of this methodology and the relatively low frequency of
and either use appropriately low-intensity levels or correct for fluorescence bursts in pure water, (in the absence of significant
such distortions. concentrations of NaCl) the concentration of large aggregates

FCS as a Method To Measure Extinction Coefficients of can be estimated to be much less than 100 picomolar. Third,
Samples with Unknown ConcentrationsWe can measure the  the absence of multiple diffusion components in the correlation
extinction coefficient of QDs without prior knowledge of the at low intensity eliminates the possibility of large populations
concentration; FCS gives the concentration and we use theof highly fluorescent particles with disparate sizes. However,
absorbance then to calculate the extinction coefficieiMery it is possible that the QDs observed in this study were dimerized
large values for in QDs are observed at wavelengths relevant or forming some other type of small, relatively monodisperse
for biological imaging and these values are consistent with those aggregates.
previously reported in similar materidlg? We rely on the Use of QDs for Biological Imaging.Biological imaging of
assumption that all absorbing QDs are bright (at least becomelive cells is typically done in saline solutions (PBS) or media
bright on average during one diffusion time). It is straightforward that contains significant concentrations of salt ions. Our result
to correct for a nonzero fraction of permanently dark absorbing that aggregation of some QDs occurs in the presence of
QDs when such information is availatfe. physiologically relevant concentrations of NaCl is therefore of

Recent work by Yao et & shows that a significant fraction ~ considerable concern to developers of QDs for biological
(~40—-50%) of CdSe/zZnS core/shell QDs in aqueous solution applications. We describe an FCS methodology for determining
are never radiant (permanently dark). If the QDs measured herethe size and extent of aggregates as well as the effect(s) of
also exhibit the same fraction of permanently dark (but still aggregation on fluorescence properties (including mobility and
absorbing) particles, we will overestimate our extinction coef- brightness).
ficients, which are based on the ratio of measured absorption  |f the only effect of aggregation is to reduce mobility without
divided by the concentration of bright QDs measured by FCS affecting brightness, this would be less problematic, but we also
(which will be lower than the number of absorbing QDs if some see evidence of quenching of dots as aggregation occurs. The
are permanently dark). Thus our measured extinction coefficientsfluorescence count rate dropped significantly upon addition of
em may be corrected by a factor ef ~ em(1 — Fpp), where NaCl at concentrations as low as 10 mM into the solution

Fpp is the fraction of permanently dark (absorbing) QDs, and
ec is the bright-fraction-corrected extinction coefficient.

Diffusion and Molecular Hydrodynamic Properties. The
measured diffusion times of QDs in water correspond to
hydrodynamic radii, which are significantly larger than the core
diameter of a few (e.g<5) nanometers observed by transmis-
sion electron microscopy (data not shown). For the-796
dots, the observed; = 21.8+ 0.9 nm is significantly larger
than the value+{12.5 nm radius) reported by the manufacturer.
Fitting the measured autocorrelation using the QD fitting
function (eq 9) or with the standard fitting function allowing

containing QD520s. As the diffusion time increased, the number
of monomers and/or small aggregates decreased, and the number
of large fluorescent aggregates increased. Thus it appears that
some form of precipitation-like process that sequesters mono-
mers or smaller QD aggregates into large aggregates is occurring
in the presence of NaCl. Because the number of QDs per
aggregate is presumably increasing, we expected to see an
overall brightness of an aggregate that would be approximately
equal to the combined brightness of each QD in the aggregate,
but this prediction was not realized in our observations.
Although the overall brightness of an aggregate was greater than

interconversions between one bright and two dark states (eq 1that of an individual QD, the brightness per QD in the aggregate
with m = 2) resulted in similar values for the diffusion time was less than that of an individual QD. This shows that some
within experimental uncertainty. The QD520s, which were or all of the QDs within the aggregates are not maintaining the
coated with streptavidin, also showed similarly large hydrody- brightness of a single QD. Thus, a significant problem with
namic radii consistent with particle size much larger than the compatibility between the QD and the aqueous biological
core plus cap. However, the QD560s, which were not coated environment (or other comparable solution) needs to be
with streptavidin, and the Qdot565s, which were coated with overcome. On the other hand, the- 7296 and Qdot565 dots
PEG, show significantly smallet; (7.6 + 1.1 nm and 13.9 prepared by proprietary methods apparently did not suffer from
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such aggregation. Clearly, a crucial step in the rise of QD
technology depends on optimization of the coatings that
solubilize the QDs in aqueous solution and can also be used to
target QDs specifically to intracellular biological structures.

Reduced photobleaching of QDs is an advantageous property
for many biological applications, especially where collection
of single molecule information is desirable over long timescales.
In ultraresolution methods such as FPAIMPALM,** and
STORM* the number of photons collected before photobleach-
ing is a crucial parameter limiting localization-based resolution.
QD that can be photoactivated, resist photobleaching, and show
minimal intermittency would be ideal probes for localization-
based ultraresolution imaging of biological samples.

17 = count rate per molecule

max = Maximum count rate per molecule

%% = goodness of fit parameter

A = wavelength

Ax = excitation wavelength

Aq = detection wavelength

v = viscosity

p = ratio of measuredy to expected (extrapolated)
o = absorption cross section

T = correlation time delay

7p = diffusion time

Q(r) = detection volume profile

w = observation volume axial-to-lateral dimension ratio
A = absorbance

C = concentration

D = measured diffusion coefficient

Fwt = time-averaged fluorescence signal

F; = i dark state fraction

Faark = total fraction of dark molecules

G(7) = autocorrelation function

Gop(r) = fitting function for QD autocorrelation

Conclusions

We present a methodology for quantitatively determining
certain photophysical parameters that are of interest to biological
and single molecule users of QDs: count rate per molecule
(brightness), luminescence flicker occupancy and interconver-
sion rates, diffusion coefficient, hydrodynamic radius, extinction
coefficient, and aggregation properties. We also present an
improved FCS fitting function that successfully describes the
autocorrelation of QDs in solution under all conditions tested.
We find that among all QDs tested, the maximum QD brightness  Gx(r) = standard analytical fitting function for autocorrelation
is higher when flicker rate is higher and when flicker occupancy | = excitation intensity
is smaller. The enhanced brightness of the Qdot 565 anel T2 lmee = intensity at whichy is maximum
496 QDs is apparently a result (in part) of faster interconversion lsat = characteristic saturation intensity
rates between bright and dark states, which limit the time spent lo = peak intensity
in dark states and therefore reduce the average occupancy of . o
those dark states. The effect of synthesis methods on photo- ke = excitation rate

physical properties of QDs remains a question of crucial

importance. Because the maximum brightness of a QD depends

on limiting transitions of that QD into long-lived dark states,

ks = Boltzmann’s constant
ko = diffusion rate (the inverse afp)
kK = i dark state interconversion rate (standard fitting

which are known in many cases to depend on trapping of function)
displaced charge on QD surfaces, surface chemistry is clearly k = flicker rate

a crucial variable that must be further explored if QD properties
are to be further optimized for biological imaging applications.
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Nomenclature

o = multiplicative constant for QD dark state occupancy

B = multiplicative constant for QD dark state interconversion
rate

y = low-intensity slope of count rate per molecule versus
excitation rate

€ = molar absorbance

¢ = quantum yield for photoconversion or flicker

®g = photobleaching quantum yield

QD = quantum dot

T = position (within the sample, measured relative to the
focus)

rea = Objective back-aperture radius (real space)

l'veam= 1/€# beam radius (real space)

rq = confocal detector aperture radius (optical units)

Ry = confocal detector aperture radius (real space)

ry = hydrodynamic radius

ro = 1/€? observation volume radius (real space)

R = it dark state interconversion rate (QD fitting function)
T = temperature

V = volume (defined byO(r))
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W(f) = observation volume (including saturation) normalized
to 1 at max
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